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The Grid Environment

The vision for “Grids” is to revolutionize the use of 
computing in science and engineering. 

To accomplish this we must make the construction 
and use of large scale distributed systems that involve 
diverse resources as easy as using today’s desktop 
environments.

This ease of use is necessary for R&D agencies like 
DOE and NASA to routinely address very large 
simulation and data analysis problems.

The goal of Grids is to provide the computing 
infrastructure necessary to routinely build and use 
dynamically constructed distributed applications.
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Motivating Application Classes

• Computational modeling, multi-disciplinary 
simulation, and scientific data analysis with a 
world-wide scope of participants – e.g. High Energy 
Physics data analysis, observational cosmology, 
climate modeling, the National Virtual Air Space

• Real-time data analysis and collaboration involving 
on-line instruments, especially those that are 
unique national resources – e.g. LBNL’s and ANL’s 
synchrotron light sources, PNNL’s gigahertz NMR 
machines, NASA’s turbomachine test cells and 
Mars sample laboratory, etc.
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Motivating Application Classes

• Generation, management, and use of very large, 
complex data archives that are shared across 
global science communities – e.g. high energy 
physics data, Earth environment data (EOS),
human genome data

• Collaborative, interactive analysis and visualization 
of massive datasets – e.g. DOE’s Combustion 
Corridor project, NASA’s air/space frame design 
data
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Motivating Application Classes

Grids also have the potential to
provide pools of resources that could be called on in 
extraordinary / rapid response situations
(such as disaster response) because they can 
provide:

• common interfaces and access mechanisms

• standardized management

• uniform user authentication and authorization

for large collections of distributed resources
(whether or not they normally function in concert).
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What are Grids?

Grids are tools, middleware, and services for

+ providing a uniform look and feel to a wide 
variety of computing and data resources

+ supporting construction, management, and use 
of widely distributed application systems

+ facilitating human collaboration and remote 
access and operation of scientific and 
engineering instrumentation systems

+ managing and securing the computing and data 
infrastructure    
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Grid Common Services:
Standardized Services and Uniform Resource Interfaces
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Problem Solving Environments and Applications 
in the Grid Environment

 =Globus services
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♦ Tools to implement the human interfaces
♦ Mechanisms to express, organize, and manage the workflow of a 

problem solution
♦ Access control
♦ E.g. SciRun [24], Ecce [25], “portals”, WebFlow [26],...
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What Grids Will and Will Not Do

Grids provide common resource access technology 
and operational services deployed across virtual 
organizations. This allows the possibility of sharing 
resources, but does not automatically permit it:

+ Local authorization models are not changed by 
the Grid.

+ Common Grid technology will allow common 
views of resources and uniform access to 
resources across institutions, thereby permitting 
very large application systems to be built if policy 
permits sharing resources across sites and 
organizations.
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Characteristics of Grid-like Systems

• Kaiser on-line cardio-angiography system     

• The MAGIC testbed and Terravision - visualization 
and management of large, distributed earth 
sciences data sets

• The Virtual National Air Space
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Characteristics of Grid-like Systems

A vision for Aviation Safety: Real-time simulation of 
the entire commercial air space of the country.

(Yuri Gawdiak (VNAS) and Bill McDermott, NASA 
Ames, John Lytle and Gregory Follen, NASA Glenn 
(NPSS)).

This vision is being approached through a set of 
increasingly complex and computationally intensive 
integrations:
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♦ Component simulations are combined to get a 
system simulation. 
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♦ Multiple system simulations are coupled to 
represent pieces of a device.
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♦ Whole device simulations are produced by 
coupling all of the subordinate system simulations.
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♦ Devices are inserted into a realistic environment.
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♦ Devices and environment are combined for 
operational systems simulation.
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Characteristics of Grid-like Systems

Clearly such applications will need to use aggregated 
computing, data, instrument, and intellectual 
resources across multiple DOE Labs and NASA 
Centers, and this will involve, in what are essentially 
“open” scientific computing environments:

+ locating and coordinating computing and data 
resources across institutions

+ multi-institution interactions of many sorts

+ a shared security model sufficiently well 
implemented to prevent intrusion, disruption, and 
theft 
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Security Aspects of Grids

• Users are no longer listed in a single central 
database at a local site, however positive 
identification to an entity that can provide human 
accountability will still be required

+ Strong authentication to a globally unique 
identity
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Security Aspects of Grids

• There will be multiple stakeholders for the 
resources involved in Grid applications who will 
probably not have a uniform resource use policy: 
Users will have to be authorized separately for 
every resource that in incorporated into a Grid 
application system. 

+ Strong and flexible policy based authorization 
and access control
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Security Aspects of Grids

• Grid services should not weaken security of local 
systems, and a security compromise on one 
platform that is involved in a Grid application 
system should not propagate via Grid services to 
other platforms in the system.
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Security Aspects of Grids

• Grid users will not have control over the security 
policy of remote resources (e.g. computing 
platforms)

+ It may be necessary to “rate” systems on their 
security, and provide that rating as a system 
characteristic that may be used in choosing 
resources from a candidate pool when 
constructing the resource base for a distributed 
application.
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Security Aspects of Grids

• The Grid Information Service must provide the 
ability to locate and query information about 
computing, data, and human resources throughout 
a potentially global infrastructure. 

+ The GIS will probably have to have a security 
model of its own addressing the confidentiality 
and integrity of the details of site resources while 
at the same time permitting the sorts information 
searches needed to assemble application 
systems from many scattered resources.
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Security Aspects of Grids

GIS example:
“Within the scope of the Atlas collaboration, return 
a list of all Sun systems with at least 2 CPUs and 1 
gigabyte of memory, and that are running Solaris 2.6 
or Solaris 2.7.”

+ Must be able to answer this question, and have 
control over information propagation. 
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Information Control: High 
level searches should be 

possible. Import and export 
must be automatic and the 

content subject to 
management.
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